
Abstract. The Rh3þ aquaion exhibits one of the largest
residence times of water molecules in the first hydra-
tion shell. The extreme stability of this hexahydrated
ion in water solutions makes Rh3þ an extremely suit-
able candidate to be studied using the hydrated ion
model. According to this approach, the representative
cationic entity in aqueous solution is the ion plus its
first hydration shell (i.e. the hydrated ion) and not the
bare ion. Our group has successfully applied that
concept in the framework of classical statistical simu-
lations based on first principles ion–water interaction
potentials. The methodology is now applied to the
[Rh(H2O)6]

3þ case based on a previous generalization
in which some of the contributions were found to be
transferable among the cases already studied (Cr3þ,
Al3þ, Mg2þ, Be2þ). In this contribution a flexible hy-
drate model is presented, in which rigid first-shell
water molecules have rotational and translational de-
grees of freedom, allowing for internal dynamics of the
hydrated ion entity. The potential presented is thor-
oughly tested by means of a set of molecular dynamics
simulations. Structural, dynamical, energetic and
spectroscopic information is retrieved from the simu-
lations, allowing the estimation of properties such as
ion hydration energy, vibrational spectra of the inter-
molecular modes, cation mobility, rotational dynamics
of the hydrated ion and first-shell water molecules and
residence times of the second-shell water molecules.
Extension of the Ewald sum to terms r�4, r�6 and r�7

is presented and applied to systems of different size
ð½RhðH2OÞ6�

3þ þ ðn� 6ÞH2O, n ¼ 50, 100, 200, 500,
1000 and 2500) and cutoff radii.

Keywords: Rh(III) aquaion – Radial distribution
function – Cation mobility – Extended Ewald sum

1 Introduction

Metal ions in solution is a classical topic of physical
chemistry that is experiencing a renewed interest owing
to the large number of chemical, environmental and
biochemical properties directly related to their physico-
chemical behavior [1, 2, 3, 4].

The rationalization of the properties of metal ions in
solution benefits from theoretical studies which provide
independent pieces of information either within a
microscopic or within a macroscopic framework [4].
Among them, computer simulations have gained
increasing popularity as far as they provide a relatively
simple procedure to model disordered systems contain-
ing a large number of particles interacting by means of
no simple forces [5, 6]. In addition, the current compu-
tational resources allow the simulation of systems with a
large number of particles (of the order of thousands) and
long simulation times (of the order of tens of nanosec-
onds). One of the key points of these types of compu-
tations is the definition of the intermolecular potentials
employed [7]. If they are based on ab initio calculations,
the simulations are nonempirical and strategies of sys-
tematic improvements of the potentials are easier to
design [5]. These advantages are partially counterbal-
anced by the fact that when charged particles, such as
metal ions, interact in the presence of polarizable
molecules with complex structures, such as water, phe-
nomena associated with the collective interaction of
particles are relevant, and then many-body effects have
to be included in the development of potentials [8, 9].
As a consequence, the simple quantum mechanical
description of an ion–water potential-energy surface is
not enough to obtain an accurate intermolecular
potential.

A practical strategy to deal with this problem is to
recover the concept of the hydrated ion from ionic
electrochemistry. In that field, it has long been recog-
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nized that ions and especially highly charged mono-
atomic cations, Mmþ, behave in solutions of water or
other polar solvents, S, as molecular complexes
½MðSÞn�

mþ called solvated ions [10, 11]. In the case of
water, the hydrated ion is a peculiar entity in which
water molecules behave rather as ligands of a coordi-
nation complex, showing partial charge transfer and
strong polarization [12, 13]. Our group implemented
this idea within statistical simulations by developing ab
initio ½MðH2OÞ6�

mþ–H2O intermolecular potentials [14].
Thus, the ion interacts in aqueous solution via its hy-
drated form. The current application of this strategy is
limited by the fact that no water exchange in the first
hydration shell is allowed, since two different types of
water molecules are defined, although ongoing devel-
opments could overcome such limitations. As a conse-
quence, the method should be applied only to hydrated
ions of high stability, that is, those with mean residence
times of first-shell water molecules long enough com-
pared to the simulation time. This requirement is ful-
filled by metal cations, such as Cr3þ, Al3þ, Mg2þ and
Be2þ [15], whose potentials were built previously [16,
17, 18] and tested, supporting the proposed methodol-
ogy [19, 20, 21, 22].

This work is devoted to Rh3þ hydration. The Rh3þ

aquaion shows, together with Ir3þ, the largest resi-
dence time of water molecules in the first hydration
shell (approximately 10 years) [13, 23, 24]. The extreme
stability of this hexahydrated ion in water solutions
makes Rh3þ an extremely suitable candidate to be
studied under the framework of the hydrated ion
model. A new set of ab initio interaction potentials for
Rh3þ is presented, and is tested by carrying out clas-
sical molecular dynamics (MD) simulations. Energetic,
structural and dynamical properties are extracted from
the analysis of these simulations. Special attention is
paid in this work to two methodological points. The
first one concerns the inclusion within the Ewald sum
method of the terms corresponding to r�4; r�6 and r�7,
in addition to the usual r�1. It must reduce the energy
correction term owing to the truncation of the po-
tential at the cutoff radius employed, providing at the
same time more accurate forces. The second point
derived from the previous one is the evaluation of the
behavior of the ion hydration energy as a function of
the system size, here including the use of different
cutoff radii.

2 Methodology

In this section, details about the quantum mechanical computations
for the Rh3þ–water potential energy surface are given, the hydrated
ion model of interaction potentials is briefly outlined, emphasizing
the particular application of the Rh3þ, and the methodology
developed to apply the Ewald-like treatment of r�n practically in a
MD code is summarized.

2.1 Quantum-mechanical calculations

The reference structure for [Rh(H2O)6]
3þ is obtained by an

optimization at the MP2 level, using the Stuttgart/Dresden rela-
tivistic effective core potential for the Rh atom [25]. The sdd
basis sets were used for the Rh atom, and correlation-consistent
polarized valence basis sets of double-f augmented by diffuse

functions (aug-cc-pVDZ) were used for the other atoms [26, 27].
At this level, the optimized geometrical parameters of the hydrate
are: R(Rh–O) ¼ 2:003 Å, R(O–H) ¼ 0:977 Å and ffHOH ¼ 109:6�.
The structure has Th symmetry.

Bulk effects on the hydrated ion were included by means of
the continuum solvation model [28], which accounts for the
average polarization induced on the hydrate charge distribution
by the condensed medium. The polarizable continuum model
(PCM) method developed by Tomasi’s group [28, 29] was used in
its integral equation formalism (IEFPCM) [30, 31] as imple-
mented in the Gaussian 98 program [32, 33]. For O and H
atoms, the standard radii [34] were used, RO ¼ 1:68 Å and
RH ¼ 1:44 Å. For the Rh atom several radii were tested in order
to guarantee good behavior of solvent effects computations,
RRh ¼ 2:0 Å. Thus, the hydrated ion–water (HIW) and ion–water
first-shell (IW1) potentials use effective atomic electrostatic
charges derived from a fitting procedure that reproduces the
molecular electrostatic potential generated by the hydrate’s
wavefunction already polarized by the dielectric continuum. In
practice, the Sigfridsson–Ryde recommendation [35] was applied
to the Merz–Kollman method [36] in order to obtain the charges
on the different sites of the hydrate (values of qRh, qOI

and qHI

are given in the next section).

2.2 Outline of the hydrated ion model

Interactions of the metal cation in aqueous solutions are described
by means of two intermolecular potentials. The first one is called
the HIW [14,17] potential and accounts for the interaction between
the hydrated ion and a bulk water molecule, ½MðH2OÞn�

mþ–H2O.
The potential adopts a site–site form involving the following ana-
lytical expression:

EHIW ¼
XHI sites
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To describe the internal dynamics of the first hydration shell,
a second potential called the IW1 is defined to deal with the
interactions between the cation and the first-shell water mole-
cules, Mmþ–(H2O)I [19]. The following expression is used for
IW1:
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Fig. 1. Representation of the regions where the two ion-water
interaction potentials are defined: ion–water of the first shell (IW1),
and hydrated ion–water of the bulk (HIW)
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The aqueous solution regions adopted as a result of the
application of the hydrated ion model of an ionic solution are
illustrated in Fig. 1. Two types of water molecules are defined.
The first type of water molecules are those of the first hydration
shell which are restricted to this region (in the course of the
simulation), and interact with the bare cation through the IW1
potential, and with each other through a modified TIP4P
potential where the charges and geometries are those derived
from the quantum chemical computations of the hydrate. The
second type of water molecules are those belonging to the bulk,
which interact with the hydrated ion by means of the HIW
potential, and with each other by means of the TIP4P water
potential.

The degree of transferability of the interaction potentials among
different hydrates was established previously by examining the
cases of Al3þ, Mg2þ and Be2þ hydrates developed from the Cr3þ

[18]. The same procedure was used here to obtain the HIW and
IW1 potentials for Rh3þ. Further details about the methodology
can be found elsewhere [16,17,18,19]. The following fitted param-
eters for rhodium interaction potentials were used:

qRh ¼ 2:1324, qO ¼ �1:0408, qH ¼ 0:5927, ARhOI

4 ¼ �30589,
ARhOI

6 ¼ 244622:5, ARhOI

7 ¼ �287414:3 and ARhOI

12 ¼ 256799:961. An

coefficient values are given in kJ Æ Ån per mole and the q values are
partial charges in fractions of e.

2.3 MD simulations

MD simulations were performed in the canonical ensemble (NVT)
using periodic boundary conditions. Simulations were carried out
at 298K. A recently developed symplectic algorithm of the leapfrog
type was applied to a system formed by rigid bodies described by
the quaternion formalism. The integrator stability enabled us to use
a timestep of 2 fs.

In all cases, the density was 0.997 g/cm3. Box side lengths, cutoff
radii and total simulation times for production periods are detailed
in Table 1. To test the behavior of the new terms included in the
Ewald sum on the different types of properties, two simulations of
Rh3þ(H2O)500 were carried out: in the first one, a cutoff radius of

9 Å and the 1-4-6-7-Ewald sum terms were applied; the second one
used a cutoff radius of 12 Å and only the 1-Ewald sum term. A
simulation time of 1 ns was produced and the results of these two
simulations were analyzed in detail, extracting trajectories and
velocities of the molecules every 4 fs. For the rest of the systems,
250 ps of simulation time was produced. The r�n terms which were
included in the reciprocal space of the Ewald sum treatment are
detailed in Table 1.

Long-range interactions were computed by the Ewald sum
technique including the charged system term. Given the func-
tional form of the intermolecular HIW and IW1 potentials
(Eqs. 1, 2), a numerical improvement in estimating the total en-
ergy of the system can be achieved by extending the Ewald sum
to the terms r�4, r�6 and r�7.

The mathematical details of the technique are described in an
article by Williams [37]. In the real part, the energy terms are
given by
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In the reciprocal space, energy contributions are given by
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Correction terms to the energy due to the sheet and self-energy
must be taken into account:
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In these formulae, erfc is the complementary error function,
and is E1 the exponential integral. The ‘‘daggered’’ summation
indicates omission of site pairs i; j belonging to the same mole-
cule if n ¼ 0. The rest of symbols have the following meaning: n
and k are, respectively, the lattice and reciprocal lattice vector of
a periodic array of MD cell images, k is the modulus of k, i and
j are absolute indices of interacting sites, m is the index of the
molecules; j and k are indices of sites within a single molecule,
N is the total number of sites, M is the total number of
molecules, Nm is the number of sites on molecule m, Aij

n is the
coefficient of the r�n potential term between sites i and j, ri is the
Cartesian coordinate of site i, rij is rj � ri, a, is the real versus
the reciprocal space partition parameter, and V is the volume of
the MD cell. Further details will be given in a forthcoming
paper.

Table 1. Details of the simulations for the systems
½RhðH2OÞ6�

3þ þ ðn� 6Þ H2O

n H2O Rcutoff/Å L/Å Inverse powers
treated by Ewald

Simulation
time/ps

50 5.9 11.865 1,4,6,7 250
100 7.3 14.688 1,4,6,7 250
200 9.0 18.338 1,4,6,7 250
500 9.0 24.749 1,4,6,7 1000
500 12.0 24.749 1 1000
1000 9.0 31.124 1,4,6,7 250
2500 12.0 42.194 1 250
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MOLDY uses two sets of values of fa; kmaxg: one for the
Coulomb potential, and the other for other powers of r. The set of
values chosen for r�nðn 6¼ 1Þ was optimized for each box size
according to standard criteria.

This new method opens the opportunity to decrease the cutoff
radii of so-called short-ranged forces with minimal loss of accuracy.
Simulations were performed using a developer version of the MD
simulation code MOLDY [38] which is efficiently parallelized on a
BEOWULF-type personal computer cluster.

3 Results and discussion

The potentials generated are tested in this section. The
results derived from classical MD simulations which
employed the new potentials are examined. From these
results of the numerical simulations, the cation hydra-
tion is described.

3.1 Structural results

The radial distribution functions (RDF) of the Rh–O
and Rh–H pairs obtained from the different simulations
are shown in Fig. 2. Given that the simulations contain
two types of water molecules (first-shell and bulk) the
RDF plotted is the result of superimposing the corre-
sponding two functions (Rh–XI and Rh–Xbulk) for each
pair (Rh–O and Rh–H). Given that these two functions
describe the atomic distribution within two different
regions (see Fig. 1), the final distribution obtained can
be formally considered as the usual RDF.

The first Rh–O peak appears at the same distance for
all simulations, 1.99 Å. It reflects a global small short-
ening of the mean value in solution with respect to the
quantum mechanically optimized Rh–O distance in the
hexahydrate. The latter is reproduced by a minimization

Fig. 2. Rh–O(a) and Rh–H(b) radial distribution
functions obtained from simulations of the
system ½RhðH2OÞ6�

3þ þ ðn� 6ÞðH2OÞ, for
n ¼ 50–2500
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of the hexahydrate using the potentials employed in the
simulations. The observed shortening for the metal–
oxygen distance has already been reported in previous
works and points out the rather small effect of the
condensed medium on this parameter [39]. This is the
consequence of an almost complete cancellation of spe-
cific and bulk effects of the solvent on the hexahydrate
geometry [40]. The Rh–O peak corresponding to the
second hydration shell is centered at 4.02 Å and extends
to a minimum placed at around 4.5 Å. The running
integration number ascribes around 14 molecules to the
second shell. The comparison of the second peak as a
function of the system size shows a more defined second
hydration shell when the number of water molecules is
small (50/100). This is clearly visible from the height of
the peak as well as from the minimum of the RDF in the
region separating the second and third shells when going
from 50/100 systems to the larger systems. This suggests
that periodic boundary condition effects and long-range
interaction treatment are not completely negligible for
small boxes as they promote an enhancement of the
water structure around the cation. For larger systems
(200 water molecules or more ) no difference in the RDF
up to 9 Å is found. The different distributions observed
for the small and big systems might be rationalized on
the basis of the relative importance for the second
hydration shell played by interactions with the hydrate
and the bulk water. For the smallest system, bulk water
is represented by only a few molecules (around 30),
whereas in the case of the largest system this number
increases up to around 2480. Nonetheless, periodic
boundary condition effects could also contribute to the
difference observed in the RDFs of the smaller systems.
The structure-making character of this trivalent cation is
illustrated by the presence of a well-defined and wider
third peak centered around 6 Å.

Concerning the Rh–H RDFs, the peaks are wider
than those corresponding to the Rh–O RDF even for the
peak defining the first hydration shell. This fact is a
consequence of the librational and rotational move-
ments of water molecules which are affecting the
hydrogen atoms more strongly than the oxygen ones.
The well-defined second and third hydration shells are a
consequence of the high degree of structure-making in-
duced by the Rh3þ cation. The maxima are located at
2.67 and 4.63 Å. As already observed for Rh–O RDFs,
the smaller systems (50/100) do not match the distribu-
tion of the rest of the systems, the convergence being
achieved completely for systems with 500 or more water
molecules and more.

Structural data available for Rh3þ aqueous solutions
[22,41,42,43] agree quite well with those derived from
our simulations. First-shell oxygen distances in the lit-
erature range from 2.02 to 2.04 Å. For the second shell
the range covers 3.99–4.11 Å.

An additional structural analysis of the atomic dis-
tribution around the cation can be carried out by com-
puting the spatial distribution functions of a given type
of atom showing the 3D regions of higher probability
[44]. This representation for the oxygen and hydrogen
atoms of the first hydration shell as well as the oxygen
atom belonging to the second hydration shell is

displayed in Fig. 3. Threshold values were set up to
show surfaces including 50% of the total distribution.
The study was done for the system with 500 water
molecules and Rcutoff ¼ 9 Å. These distributions clearly
show the 3D local structure of the first and second
hydration shells around the Rh3þ ion: first-shell oxygen
atoms slightly fluctuate around their average position,
whereas first-shell hydrogen atoms are more widespread
than oxygen, due primarily to the rotation around the
rhodium–oxygen axis. The small thickness of the white
rings indicates that librations of water molecules have
small amplitude. The second shell of oxygen atoms is
represented by a quite homogeneous distribution in a
much wider region. Both ringlike distributions reflect the
well-defined hydrogen-bond network present in the first–
second shell regions.

3.2 Energetic results

Size-dependency of the hydration energy was examined
by studying Rh3þ in systems with different numbers of
water molecules (from n ¼ 50 to 2500). MD simulations
within the canonical ensemble allow the estimation of
the hydration energy of Rh3þ in water at 298K. In
addition to simulations carried out for Rh3þ þ nH2O, a
set of simulations of n TIP4P water molecules was
performed under the same conditions. The definition of
the HIW potential describes the average interaction
energy of the [Rh(H2O)6]

3þ cation with the bulk water,
thus giving the main contribution to the hydration
energy of the Rh3þ hexahydrate. The second intermo-
lecular potential, IW1, gives the contribution to the
hydration energy due to the interaction of the bare
cation with the water molecules of the first shell. As far
as this potential was fitted to the ab initio formation
energy of this cluster, the addition of this second
contribution to the total energy of the system enables
the direct computation of the cation hydration energy

Fig. 3. Spatial distribution functions around Rh3þ for OI (blue),
HI (white) and OII (red)

105



once the water energy reference has been subtracted
from the total energy of the corresponding simulation
containing the cation. The computed energies with the
associated standard deviations are summarized in
Table 2. The experimentally estimated hydration en-
thalpy value for Rh3þ is �4521.4 kJ/mol [45,46].
Although, at first sight, an overestimation of 20% could
be considered quite large, it is worth pointing out that
first principles intermolecular potentials for highly
charged cations are affected by extremely large many-
body effects. As previously shown for the Cr3þ case, the
inclusion of a polarizable water model improves to a
great extent the hydration enthalpy estimation [47].
HIW and IW1 potentials provide a satisfactory way to
deal with energy contributions present in the neighbor-
hood of the metal ion, and the Rh3þ hydration energy
estimation reinforces previous results obtained by the
Monte Carlo method [16,47].

The hydration energies obtained for the different
system sizes are quite similar, particularly considering
the standard deviation associated with each value. This
result proves the good energetic behavior of the Ewald
sum treatment, which enables the use of systems as small
as 50 or 100 water molecules to compute the hydration
energy of a trivalent transition-metal cation. Several
groups have already stressed this capability of the Ewald
sum for monovalent and divalent ion cases [48,49].
Within the general agreement among the different sys-
tems studied, it is worth noting that a slight trend in DE
with the increase of in the number of water molecules in
the simulation box is observed. Further studies focusing
on this point should clarify if the trend holds up when
larger systems are simulated. Also, the origin of the good
energy prediction for small systems (where periodic
boundary conditions implicitly introduce some concen-
tration effects) should be understood. In fact, it is
striking that the RDFs seem to be more affected by the
reduction of the box size than the hydration energy.
Finally, the two simulations with 500 water molecules
illustrate the statistically equivalent behavior of the total
energy when coupling the cutoff radius to the inclusion
of additional r�n terms in the Ewald sum treatment. A
quantification of this remark is the comparison of the
long-range correction to the energy. The simulation
using Rcutoff ¼ 9 Å and 1-4-6-7-Ewald sum terms in-
cludes a correction of þ0.1 kJ/mol, whereas in the other
case, Rcutoff ¼ 12 Å and 1-Ewald sum, the value is
�465.0 kJ/mol.

3.3 Dynamical results

A set of dynamic quantities was computed for the
simulation containing 500 water molecules and a cutoff
radius of 9 Å. The structural results, previously dis-
cussed, converged for this system size. The analysis
presented here pursues the dynamic characterization of
the hydrated Rh3þ ion and its neighborhood. Some of
the properties studied were also computed for the
simulation having a 12-Å cutoff radius. The comparison
between both sets of results extends the previous
energetic and structural test to the case of dynamic
properties between the simulation implementing the
conventional Ewald treatment for the Coulombic term
and that extending the methodology to the short-range
r�4, r�6 and r�7 contributions. The set of properties
computed for the hydrated ion (metal ion and first shell
water molecules) and the second hydration sphere water
molecules is collected in Table 3. Unfortunately, the
available experimental information characterizing the
dynamics of Rh3þ aqueous solutions is scarce, so direct
comparisons with our MD results are not possible for
most of the properties studied. Nonetheless, compari-
sons with computed values of other inert hexahydrated
trivalent metal ions point out the differential behavior
for this metal ion.

3.3.1 Translational and librational motions

The mobility of the ion in terms of the self-diffusion
coefficient D was estimated from the integration of the
velocity autocorrelation function [6]. In both simula-
tions, the hydrate shows the same mobility,
0:6� 10�5 cm2/s, very similar to the observed ones for
other hexacoordinated trivalent metal ions [18].

Power spectra of the ion and first-shell water mole-
cules were obtained by means of the Fourier transform
(FT) of the corresponding velocity autocorrelation
function. The power spectra obtained are shown in
Fig. 4. The spectral densities can be related with char-
acteristic frequencies in the intermolecular region of the
vibrational spectra [50,51]. Maxima located at 260 and
595 cm�1 are common for both the ion and water spec-
tra. The unambiguous identification of these maxima
with dynamic variables is not trivial. For that purpose,
additional correlation functions connected with specific
dynamic variables were analyzed by means of the cor-
responding FT. In particular, the evolution of metal
ion–oxygen distances and oxygen–ion–oxygen angles
was studied, among others. More details about this
treatment can be found elsewhere [18]. On the basis of
these studies, the previously mentioned peaks can be
identified with a O–Rh–O bending mode (260 cm�1) and
with a characteristic Rh–O stretching frequency
(595 cm�1). For the other two main peaks observed in
the (H2O)I spectrum, 380 and 515 cm�1, only the maxi-
mum at lower frequency could be identified with an
oxygen–oxygen stretching mode involving hexahydrate
water molecules in trans positions. Experimentally,
aqueous solutions containing Rh3þ have been studied by
means of Raman spectroscopy [52]. A polarized band
identified with the Ag symmetric stretching mode has

Table 2. Hydration energy of the cation in the system
½RhðH2OÞ6�

3þ þ ðn� 6Þ H2O as a function of the number of water
molecules n

n H2O DE/(kJ.mol)

50 �5654� 86
100 �5667� 148
200 �5716� 196
500 (Rcutoff ¼ 9 ÅÞ �5711� 328

500 (Rcutoff ¼ 12 ÅÞ �5769� 317
1000 �5809� 428
2500 �5781� 562
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been well characterized at 529 cm�1. Although a normal
mode analysis of the hexahydrate MD trajectory should
be performed in order to identify the Ag mode frequency,
the agreement between the experimental and theoreti-
cally estimated frequencies is fairly good. This fact and
the close agreement also observed for other studied cases
[19,18] where a similar strategy was applied reveals, in
our opinion, a fine tuning of the balance of the HIW and
IW1 forces.

3.3.2 Orientational dynamics

The well-defined behavior of the hydrate as a whole
allows the study of its rotational behavior. A set of
reorientational time correlation functions defined as

Ci
lðtÞ ¼ hPlð~uið0Þ �~uiðtÞÞi

where Pl is the lth Legendre polynomial and~ui is a unit
vector that characterizes the orientation of the molecule,
was computed. ClðtÞ values were obtained using a
coordinate frame based on the molecule, and the
reorientational times were obtained by fitting the long
time decay of the function to a single exponential form.
Functions with l=1 and l=2 may be related to
spectroscopic measurements [6, 41, 53], such as IR and
Raman line shapes (s1) and NMR relaxation times (s2).
For the flexible hexahydrate, three Rh–OI vectors,
mutually perpendicular, were used. Because of the
average symmetry of the complex, the three vectors are
equivalent and, therefore, the values reported in Table 3
correspond to the averages of the three components. In
the case of water molecules defining the first shell, a
vector containing the dipole moment of the molecule, l,
the intramolecular hydrogen–hydrogen vector, H–H,
and a third one perpendicular to the molecular plane, ?,
were used.

The rotational behaviour of the [Rh(H2O)6]
3þ aqua-

ion is similar to that found in other hexahydrates. s1 and
s2 values are of the same order as ions like Cr3þ [19] or
Al3þ [18], although slightly lower values are found for
the rhodium case. Interestingly, the ratio s1=s2 ¼ 3 is
again found, confirming the adequacy of the Debye
model [54] to describe the rotational dynamics of non-
labile hydrated ions [17, 19].

The rotational motion of the first-shell solvent mol-
ecules reflects the strong influence of the metal cation. In
particular, the reorientation of the water dipole moment
vector is completely dominated by the reorientation of
the hydrate itself. This fact should not be a surprise if
one takes into account the strong ion–dipole orientation
imposed by the metal ion. The other two components

show smaller and virtually identical characteristic times.
In all cases, the s values obtained are much larger than
the range of characteristic reorientational times of bulk
water molecules [17] (s1 ¼ 2:6–3:7 ps, s2 ¼ 1:6–2:0 ps).
The present analysis implies that the main water rota-
tional motion contribution is around the dipole moment
axis. The rotation of the dipole moment itself is effec-
tively decoupled from the other two components and
must be understood on the basis of the hydrate rotation.

3.3.3 Mean residence times

The last dynamic information retrieved from the simu-
lation concerns the evaluation of the mean residence
times of bulk water molecules in the second hydration
shell. The mean residence time is based on the definition
of a function, nionðtÞ, measuring the number of solvent
molecules confined in a given region around the metal
ion for a period of time t [55]. Excluding an initial period
in which the function decays rapidly, nionðtÞ follows an
exponential form, e�t=s, where s represents a character-
istic relaxation time of the persistence of the solvent
molecules in the region considered. An additional
parameter, t�, defining the maximum transient period

Table 3. Translational diffusion coefficients D (10�5 cm2/s), reor-
ientational times, sl (ps) of order lðl ¼ 1; 2Þ for the hydrate and the
first-shell water molecules, and mean residence times, sMRT (ps), for
water molecules in the second hydration shell for the simulation

containing 500 solvent molecules and a cutoff radius of 9 Å. Values
in parentheses correspond to simulation with the same number of
water molecules but with a 12Å cutoff radius

Fig. 4. Power spectra of ½RhðH2OÞ6�
3þ corresponding to the

simulation of the hydrate and 494 water molecules

Hydrate (H2O)I (H2O)II

Dion s1 s2 sl
1/s

l
2 sH�H1 /sH�H2 s?1 /s

?
2 st�¼0

MRT st�¼2
MRT

0:6� 0:1 69� 6 23� 4 71� 4/24� 1 19� 2/10� 1 19� 1/10� 1 9 18
(0:6� 0:1Þ (9) (20)
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that a molecule can leave the defined region without
losing its ascription to it, must be taken into account
when computing nionðtÞ. Values of 0 [56] and 2 ps [55]
have previously been used in the literature to define a
relevant range of mean residence times. It is interesting
to note that both simulations analyzed yield the same
range of values, 9-20 ps, showing again similar dynamic
behavior of the particles for the two implementations
already discussed. That mean residence time range is
similar to the first-shell residence times of many
monovalent and some divalent cations [15,41]. Again,
for this property, no differential behavior is found for
Rh3þ compared to Al3þ or Cr3þ. This fact reveals an
important feature: the loss of specificity for the hydrated
ion–bulk water interactions when dealing with long-lived
hydrated ions of the same charge and coordination
number. First-shell water molecules effectively buffer the
ion–solvent interactions, bulk water molecules experi-
encing a very similar field regardless of the ion. At this
point it is worth remembering that this result is obtained
for ions in which the hydrate formation energies (DE ¼
E½MðH2OÞ6�

3þ � 6EH2O � EM3þ ) can be as different as

400 kJ/mol and the ion–oxygen distance for the opti-
mized hydrate structures differ by around 0.1 Å.

4 Concluding remarks

A set of potential parameters for the Rh3þ aquaion has
been presented and tested by MD simulations. Good
structural, energetic and dynamical behavior has been
found, supporting the strategy followed.

The application of the Ewald sum strategy to the
usually short-ranged terms (r�n, n ¼ 4; 6; 7) has shown
that reduction of the cutoff radius is possible without
altering dynamical, energetic and structural properties.
This fact enables us to perform simulations with a
number of water molecules as small as 50. The set of
boxes probed shows that the structural properties
(RDF) are more sensitive to the system size than the
hydration energy, provided the extended Ewald treat-
ment is used.
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